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I -- Catalogue Description

5525: Basic techniques in data analytics including the preparation and manipulation of data for analysis and the creation of data files from multiple and dissimilar sources. The data mining and knowledge discovery process. Overview of data mining algorithms in classification, clustering, association analysis, probabilistic modeling, and matrix decompositions. Detailed study of classification methods including tree-based methods, Bayesian methods, logistic regression, ensemble, bagging and boosting methods, neural network methods, use of support vectors and Bayesian networks. Detailed study of clustering methods including k-means, hierarchical and self-organizing map methods. Pre: Graduate Standing. (3H, 3C).

5526: Techniques in supervised, unsupervised, and visualized learning in high dimensional spaces. Theoretical, probabilistic, and applied aspects of data analytics. Methods include generalized linear models in high dimensional spaces, regularization, lasso and related methods, principal component regression (pca), tree methods, and random forests. Clustering methods including k-means, hierarchical clustering, biclustering, and model-based clustering will be thoroughly examined. Distance-based learning methods include multi dimensional scaling, the self organizing map, graphical/network models, and isomap. Supervised learning will consist of discriminant analyses, supervised pca, support vector machines, and kernel methods. Pre: 5525. (3H, 3C).

Course Number: 5525-5526

ADP TITLE: Data Analytics

II - Learning Objectives

Having successfully completed this course, students will be able to:

- Explain the basic framework of data analytics techniques to solve real-life problems.
- Use and interpret various statistical methods to find meaningful structures in high dimensional data.
- Use statistical software and algorithms to write programs to implement different data analytics techniques.
III - Justification

Recent advances in database technology and the phenomenal growth of the Internet have resulted in an explosion of data collected, stored, and disseminated by various organizations. The massive sizes of many datasets preclude their manual analysis. Furthermore, modern statistical techniques to analyze such datasets tend to be highly algorithmically and computationally oriented. Abilities in numerical methods, computer programming, and algorithm construction and utilization are essential for the contemporary statistician. The focus in this course is on contemporary statistical methodologies that are both algorithmically and computationally oriented and especially useful for analysis of high dimensional data (data with both a large number of observations and a large number of variables).

STAT(CS) 5526 builds upon the methods taught in STAT(CS) 5525 by expanding the base of statistical theory, by providing a greater connection between student-developed programs and current available statistical software, and extending the methods to include those based on clustering, distance learning, and supervised learning.

Graduate standing is required for this course sequence as both courses require a breadth of technical knowledge in algorithmic and statistical methodologies that is found only in students who have completed an undergraduate degree in computer science, statistics, electrical and computer engineering, or mathematics.

IV - Prerequisites and Corequisites

Graduate standing.

V - Texts and Special Teaching Aids

A. Required Text:


B. Recommended Text:

VI - Syllabus

5525:

1. Introduction 5%
2. Data mining and knowledge discovery methodology 10%
3. Classification
   a. Tree based 10%
   b. Bayes classification 5%
   c. Linear discriminant and Bayes classification 5%
   d. Comparing models using ROC 5%
   e. Ensembles, bagging and boosting 5%
   f. Support vector machines 10%
   g. Bayesian networks 5%
4. Clustering methods
   a. k-means 10%
   b. hierarchical 10%
5. Association analysis, text analysis 10%
6. Data visualization and management 5%
7. Matrix decompositions 5%

100%

5526:

1. Generalized Linear Models 10%
   a. Logistic Regression
   b. Probit Regression
   c. Categorical and Ordinal Regression
2. High Dimensional Analysis 10%
   a. Regularization
   b. The Lasso
3. Principal Components 10%
   a. Projections and Projectors
   b. Principal Component Analysis, Clustering, and Regression
   c. Probabilistic PCA
4. Tree Methods 15%
   a. CART
   b. Random Forests
   c. Neighbor Joining Trees
5. Heuristic Clustering 15%
   a. K means
   b. Agglomerative methods
   c. Hierarchical clustering
d. Biclustering  
e. Model based clustering  
f. The Generative Topographical Mapping  

6. Probabilistic Clustering  
a. Model based clustering  
b. The Generative Topographical Mapping  

7. Distance Methods  
a. Multi Dimensional Scaling  
   i. Relationship to PCA  
b. The Self Organizing Map  
c. Graphical Models  
d. The Isomap  

8. Supervised Learning  
a. Discriminant Analysis  
b. Naïve Bayes  
c. Supervised PCA  
d. Support Vector Machines  
e. Kernel Methods  

100%